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Warning and Acknowledgements 
• This talk is a personal view of some of the projects and activities that I 

have learnt about over the past 10 years.  

• The talk is not intended to be a comprehensive survey of all the 
significant projects and developments during the last decade. 

• I am grateful to all those who helped me in the preparation of this 
talk – though they are not responsible for any errors or 
misunderstandings I may inadvertently introduced! 

• Explicit thanks are due to: 

Rolf Apweiler, Fran Berman, Simon Coles, Jeff Dozier, Christopher 
Erdmann, James Frew, Jeremy Frey, Francoise Genova, Carole Goble, 
Jessie Hey, Michael Kurtz, Bryan Lawrence, Bill Michener, Natasa Milic-
Frayling, Carole Palmer, Beth Plale, and Alex Wade   
- and to many others who have educated me about the importance of 
data curation, including, of course, Lee Dirks.  



The Past 

• The UK e-Science Initiative 2001 -2006 

• Elements of a Global e-Infrastructure 

• e-Science and the Fourth Paradigm 

• Executable paper vision 

 



http://www.epsrc.ac.uk/research/intrevs/escience/Pages/default.aspx 

Chair: Dan Atkins 



The UK e-Science Initiative 2001 - 2006 

• £200M (˷ $320M) for university research 
• £30M (˷ $48M) for collaborative research with industry 

e-Science Program covered all UK Research Councils 
• Engineering and Science (EPSCRC) 
• Biological and Biotechnology (BBSRC) 
• Natural Environment (NERC) 
• Medical (MRC) 
• Particle Physics and Astronomy PPSRC 
• Economics and Social Science (ESRC) 
• Arts and Humanities (AHRC) 

The Research Councils in the UK (RCUK) 
• RCUK ≈ NSF + NIH 



UK e-Science Program: Six Key Elements for a 
Global e-Infrastructure  

1. High bandwidth Research Networks 

2. Internationally agreed AAA Infrastructure 

3. Development Centres for Open Software 

4. Technologies and standards for Data Provenance, 
Curation and Preservation 

5. Open access to Data and Publications via 
Interoperable Repositories 

6. Discovery Services and Collaborative Tools 

Slide from Tony Hey presentation 2004 



Digital Curation Centre  

• Actions needed to maintain and utilise digital data and 
research results over entire life-cycle 

• For current and future generations of users  

• Digital Preservation 
• Long-run technological/legal accessibility and usability 

• Data curation in science  
• Maintenance of body of trusted data to represent 

current state of knowledge in area of research  

• Research in tools and technologies 
• Integration, annotation, provenance, metadata, 

security….. 

Established in 2004 with mission to work with librarians, 
scientists and computer scientists to examine all aspects of 
research data curation and preservation 



Thousand years ago – Experimental Science 
• Description of natural phenomena 

Last few hundred years – Theoretical Science 
• Newton’s Laws, Maxwell’s Equations… 

Last few decades – Computational Science 
• Simulation of complex phenomena 

Today – Data-Intensive Science 
• Scientists overwhelmed with data sets 

 from many different sources  

• Data captured by instruments 

• Data generated by simulations 

• Data generated by sensor networks 

eScience and the Fourth Paradigm 
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eScience is the set of tools and technologies 
to support data federation and collaboration 

• For analysis and data mining 
• For data visualization and exploration 
• For scholarly communication and dissemination 

(With thanks to Jim Gray) 

http://es.rice.edu/ES/humsoc/Galileo/Images/Astro/Instruments/hevelius_telescope.gif


Vision for a New Era of Research Reporting  

Dynamic 
Documents 

Reputation 
& Influence 

Reproducible  
Research 

Interactive  
Data 

Collaboration 

(Thanks to Bill Gates SC05) 



The Present – Disciplines, Programs and Policies 

• Astronomy 

• Bioinformatics 

• Chemistry 

• Environmental Science 

• Ecology 

 

• JISC and Jisc 

• Australian eResearch Initiative 

• Open Access, Open Data, Open 
Science 



Astronomy 



The ‘Cosmic Genome Project’: 
The Sloan Digital Sky Survey 

• Two surveys in one 
• One quarter of the night sky 

• Photometric survey in 5 bands 

• Spectroscopic redshift survey 

• Data is public 
• 2.5 Terapixels of images 

• 40 TB of raw data => 120TB processed data 

• 5 TB catalogs => 35TB in the end 

• Started in 1992, finished in 2013 
SkyServer Web Service  

built at JHU by team led by  
Alex Szalay and Jim Gray 

   The University of Chicago 

   Princeton University 

   The Johns Hopkins University 

   The University of Washington 

   New Mexico State University 

   Fermi National Accelerator Laboratory 

   US Naval Observatory 

   The Japanese Participation Group 

   The Institute for Advanced Study 

    Max Planck Inst, Heidelberg 

   Sloan Foundation, NSF, DOE, NASA 



Long Term Access to Large Scientific Data Sets: 
The SkyServer and Beyond 

NSF ACI Data Infrastructure Building Blocks (DIBBS)  Program 
• $7.6M project 
• Started 2013 – end date 2018 
 

Project goals 

• Address curation issues arising from the data and service life-cycle 

• Support small but complex data in the ‘Long Tail’ of science. 

  

 Need to curate both Data and Services lifecycle 



What happened to Virtual Observatories? 

• UK AstroGrid project  
• Funding cancelled in 2008 
 

• US Virtual Astronomy Observatory (VAO) 
• Project funding discontinued in 2014 

 

But much of the infrastructure, tools and technology  
still lives on with participation in the International  
Virtual Observatory Alliance (IVOA) 

 



Links to e-resources 

Links to data 

Links to objects 

Astrophysics Data System ADS 



Strasbourg CDS Datasets  



ADS 
Cross-ref 

Meta-data 

CDS/Vizier- 
Tables from 

journals, 
catalogs 

arXiv/data 
conservancy- 
PDF, usage, 
data links Observatories/Ar

chives/Data 
Centers- Data 
links, types, 
instruments. 

(Librarians) 

CDS/Simbad, 
NED – 

object/paper 
links, object 

types 

Journals- Full 
XML (text, 
references, 
keywords, 
abstracts) 

Libraries – 
historical 
materials, 

conference 
proceedings 



44 % of data 

links from 

2001 broken in 

2011 

Pepe et al. 2012 

But Sustainability of Data Links? 



Progress since 2004?  
The View from ADS (Michael Kurtz) 

Comments: 

• Does not see much progress in the last ten years: now one step back, waiting 
for the next two steps forward  

• Ten years ago concerned that the Virtual Observatory would suffocate itself 
with bureaucracy: unfortunately this has now happened …   

• New large repositories (Zenodo, Dataverse) are creating an infrastructure of 
almost entirely uncurated data 

  

The problem with curation is that the funding is almost entirely local but in the 
digital world the use is mainly global.  Leads to tragedy of the commons where 
no one will assume long-term obligation to curate and manage data which is 
mainly not from local sources. 



Progress since 2004? 
 The View from CDS (Francoise Genova) 

There are two major areas of progress: 

• VO Framework 
• Interoperability framework with aspects on data description, formats, vocabularies, data 

models. Helps data producers share data so pay more attention to data curation and use 
elements of this framework.  

 

• Long Tail Data 
• With the funding agency requirements on Data Management Plans and on making their 

data available, researchers more aware of importance of sharing data.  

• In astronomy, most original data from observations is in observatory archives, but at CDS 
we are seeing more data "attached to publications".  



Evidence of Progress? 
 
• Using only the numbers for A&A there were 200 papers 

with a "catalogue" attached in 2004, but 370 in 2013  
 
• Fewer than 40 catalogues with images, spectra and time 

series in 2004, but 195 in 2013. 
 

• CDS developing added value services giving access to this 
new data resource 



Bioinformatics 



The myGrid Project 

• Bioinformatics ‘Omics’ project 

• Imminent ‘deluge’ of data 

• Highly heterogeneous 

• Highly complex and inter-related 

• Convergence of data and 
literature archives 

PI: Carole Goble, University of Manchester 

http://www.mrc.ac.uk/PDFs/dem_gen.pdf


 

Workflows: scientific computational 
pipelines for knowledge discovery 

• Automated, repetitive 
discovery 

•  Agile, flexible  
platform 

• Transparent, trackable 
processes 

• Easy integration of 

     data sets  

• Advanced and scalable 
analytics 

• End-user graphical 
interfaces 

• Collaboration platform 

Scientific Workflow 

Management System 

 

Open Source 

http://www.taverna.org.uk 



Socially share, discover and reuse workflows 
and other scientific methods. 

Cooperative market place. 

A scientific gateway. 

 

Commons-based Production 
Social curation of scientific assets 
Social networking about content 

www.myexperiment.org 



Where do I find workflows? 
And other methods. 

 
How do I connect with other 

authors and users? 
 

Shared best practice. 
Variant design. 

 
Standing on the shoulders of 

peers. 
 

Towards reproducible science. 



Automated Curation http://www.biocatalogue.org 



Workflows  

Curation by 
Experts 

Social Curation 
by the Crowd 

refine 
validate 

refine 
validate 

Self-Curation by 
Contributors 

seed 
seed 

refine 
validate 

seed 

Automated  
Curation 

refine 
validate seed 



EMBL-EBI services   
Labs around the 

world send us 

their data and 

we… 

Archive it 

Classify it 
Share it with 

other data 

providers 

Analyse, add 

value and 

integrate it 

…provide 

tools to help 

researchers 

use it 

A collaborative 

 enterprise 



Sharing Annotation: The UniProt example 

• Total UniProt operation has 100 FTEs with 
around 40 curators  

• Purely archival databases have tens of 
thousands of users, value-added ones like 
UniProt have millions of users.  

• The literature used for curation in UniProt 
is around 10,000 papers a year, valued at 
about €1B of research funding  

• Full costs of the UniProt - around €12M a 
year – are small compared to cost of 
research and number of scientists served  
 



But now serious problems of research 
reproducibility in bioinformatics 

• Review of 2,047 retracted articles indexed in PubMed in May of 
2012 concluded that: 

• 21.3% were retracted because of errors,  

• 67.4% were retracted because of scientific misconduct 
• Fraud or suspected fraud (43.4%) 

• Duplicate publication (14.2%)  

• Plagiarism (9.8%) 

• Study by pharma companies Bayer and Amgen concluded that 
between 60% and 70% of biomedicine studies may be non-
reproducible 

• Amgen scientists were only able to reproduce 7 out of 53 cancer results 
published in Science and Nature 





Chemistry 



The Comb-e-Chem Project 

X-Ray 
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Grid Middleware 

Structures 

Database 

PI: Jeremy Frey, University of Southampton 



Grid 

E-Scientists 

Entire E-Science Cycle 
Encompassing 
experimentation, analysis, 
publication, research, 
learning 
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Institutional 
Archive 

Local 
Web Publisher 

Holdings 

Digital 
Library 

E-Scientists 
Graduate 
Students 

Undergraduate 
Students 

Virtual Learning 
Environment 

E-Experimentation 

E-Scientists 

Technical 
Reports 

Reprints 

Peer-
Reviewed 
Journal & 

Conference 
Papers 

Preprints & 
Metadata 

Certified 
Experimental 

Results & 
Analyses 

Data, 
Metadata & 
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eBank Project 





The eCrystals Data Repository 

• Quick & simple to deposit 
• Software tools  
• Laboratory archive 
• Community involvement 
• ‘Embargo’ facility 
• Structured foundations 
• Discoverable & harvestable     

http://ecrystals.chem.soton.ac.uk 

http://ecrystals.chem.soton.ac.uk


If only I knew exactly how 

she did this experiments 

I know all this supplementary 

information could be useful but will 

people really remember the format? Is 

it worth all the hassle? I wish I could get the 

numbers from this 

graph - the pdf is not 

much use. 

I wish I had 

recorded things at 

the start the way I 

do now….. 

Typical Laboratory 
38 





Progress? 
Comments from Simon Coles: 

• Major advance is usability which changes user attitude and 
behaviour  

• Most scientific digital infrastructures only now adopting ‘Web2.0’ 
technologies 

• This culture change has made adoption of standards to enable 
integration, interoperability and functionality  

• Everything can now be linked up in logical and easy to use 
workflows 

• Mobile devices are on the verge of transforming the ‘doing and 
recording’ of science  



Environmental Science 



http://ndg.nerc.ac.uk 

British Atmospheric 
Data Centre 

British Oceanographic  
Data Centre 

Simulations 

Assimilation 

The NERC DataGrid Projectnge 

PI: Bryan Lawrence, CLRC 







 MOLES: Metadata Objects for  
Linking Environmental Sciences  





Progress in Environmental Data Curation? 
Professor James Frew (UCSB): 

• Biggest change is funding agency mandate.  

• NSF’s Data Management Plan for all proposals has made scientists 
(pretend?) to take data curation seriously. 

• There are better curated databases and metadata now - but not sure 
that quality fraction is increasing! 

• Frew’s first law: scientists don’t write metadata 

• Frew’s second law: any scientist can be forced to write bad metadata 

 

Should automate creation of metadata as far as possible 

Scientists need to work with metadata specialists with domain 
knowledge 

 



Ecology 



DataONE: Data Observation  
Network for Earth 

 

Bill Michener 
 

College of University Libraries & Learning 
Sciences, University of New Mexico 



Plan 

Collect 

Assure 

Describe 

Preserve 

Discover 

Integrate 

Analyze 
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Enabling Science through 
Tools and Services 



Provenance tracking and display 



JISC and Jisc 





• Studies covered the Economic and Social Data Service (ESDS), the 
Archaeology Data Service (ADS), and the British Atmospheric Data 
Centre (BADC) 

• All three studies combined quantitative and qualitative analytical 
approaches in order to quantify value and impacts in economic 
terms and explore other, non-economic benefits. 

• The economic analysis indicated that:  
 
 Very significant increases in research, teaching and studying 

efficiency were realised by the users as a result of their use of 
the data centres 

 
 The value to users exceeds the investment made in data sharing 

and curation via the centres in all three cases 
 
 By facilitating additional use, the data centres significantly 

increase the measurable returns on investment in the 
creation/collection of the data hosted.  

The Value and Impact of Data Sharing and Curation 





Australian eResearch Initiative 



Australian National Data Service: ANDS 

To make Australia’s research data 
assets more valuable for its 
researchers, research institutions 
and the nation 



Brief history of ANDS 

2006: Review of international eResearch support, in 
particular UK eScience program 
2007: Report ‘Towards an Australian Data Commons’ 
2009: ANDS commences operations with initial funding of 

$24M to:  
influence national policy in the area of data 

management in the Australian research community  
inform best practice for the curation of data  
transform the disparate collections of research data 

around Australia into a cohesive collection of research 
resources  

 



ANDS Goal is to transform: 

Data that are: 

Unmanaged 

Disconnected 

Invisible 

Single use 

To Structured Collections that are: 

Managed 

Connected 

Findable 

Reusable 

… so that researchers can easily publish, discover, access 
and use research data. 
 

Value 



ANDS Major Open Data Program 

Provides funds, and ANDS support, to create out of 
existing data resources: 

• an internationally significant open data collection 

• that helps drive the institutional research strategy 

• builds institutional partnerships, and 

• builds institutional reputation 

 E.g. James Cook University Tropical Data Hub 

60 



Open Access, Open Data,  
Open Science 



 The US National Library of Medicine 
• The NIH Public Access Policy 

ensures that the public has access 
to the published results of NIH 
funded research.  

• Requires scientists to submit final 
peer-reviewed journal manuscripts 
that arise from NIH funds to the 
digital archive PubMed Central upon 
acceptance for publication.   

• Policy requires that these papers 
are accessible to the public on 
PubMed Central no later than 12 
months after publication. 

Nucleotide 
sequences 

Protein 
sequences 

Taxon 

Phylogeny MMDB 

3 -D 
Structure 

PubMed 
abstracts 

Complete 
Genomes 

PubMed Entrez 
Genomes 

Publishers Genome 
Centers 

Entrez cross-database search  

http://publicaccess.nih.gov/policy.htm
http://www.pubmedcentral.nih.gov/


• PMC Compliance Rate 
• Before legal mandate compliance was 19% 

• Signed into law by George W. Bush in 2007 

• After legal mandate compliance up to 75% 

• NIH have taken a further step of announcing that, ‘sometime in 2013’ 
they stated that they 
‘… will hold processing of non-competing continuation awards if publications 
arising from grant awards are not in compliance with the Public Access Policy.’ 

• NIH now implemented their policy about continuation awards 
• Compliance rate increasing ½% per month 

• By November 2014, compliance rate had reached 86% 

NIH  Open Access Compliance? 







US White House Memorandum 
• Directive requiring the major Federal Funding agencies “to develop a 

plan to support increased public access to the results of research funded 
by the Federal Government.” 

 

• The memorandum defines digital data “as the digital recorded factual 
material commonly accepted in the scientific community as necessary to 
validate research findings including data sets used to support scholarly 
publications, but does not include laboratory notebooks, preliminary 
analyses, drafts of scientific papers, plans for future research, peer 
review reports, communications with colleagues, or physical objects, 
such as laboratory specimens.”  

22 February 2013 



EPSRC Expectations for Data Preservation 

• Research organisations will ensure that EPSRC-funded 
research data is securely preserved for a minimum of 
10 years from the date that any researcher ‘privileged 
access’ period expires  

 
• Research organisations will ensure that effective data 

curation is provided throughout the full data lifecycle, 
with ‘data curation’ and ‘data lifecycle’ being as 
defined by the Digital Curation Centre 



The Future 

• Research Data Alliance? 

• NIH Commons and Hybrid Cloud? 

• Research libraries and data scientists? 

• 2013 as the Tipping Point for Open Science? 
 

 

 



Research Data Alliance 

Funded by the European Commission, NSF and ANDS 



 RDA community focuses on 

building social, organizational 

and technical infrastructure to  

 reduce barriers to data sharing 
and exchange  

 accelerate the development of 
coordinated global data 
infrastructure 

CREATE  ADOPT  USE 

RDA Working Group Infrastructure 
Deliverables are: 

 Focused pieces of adopted code, policy, 
infrastructure, standards, or best practices 
that enable data to be shared and exchanged 

 “Harvestable” efforts for which 12-18 months 
of work can eliminate a roadblock for a 
substantial community 

 Efforts that have substantive applicability to 
“chunks” of the data community, but may not 
apply to everyone 

 Efforts for which working scientists and 
researchers can start today while more long-
term or far-reaching solutions are appropriately 
discussed in other venues 

 

Research Data Alliance Created to Accelerate Development of 
Research Data Sharing Infrastructure  Worldwide 

Plenary 2 
Washington, DC 



Q1 

Q2 Q3 

Q4 

Common terms: Education,  
Engagement, Bridging, 
Community 

Common terms: 
Governance, Certification, 
Cost Recovery, Legal 

Common terms: Repository, Fab
ric, Analytics, 
Identity, Management 

Common terms:  
Interoperability, Harmonization, 
Integration, Metadata 

Data providers Data  

consumers 

Social 

Technical 

Solutions  
dimension 

Beneficiary 

Dimension 

RDA Working Groups and Interest Groups 



 

March 8:   
RDA Adoption 
Day (open) 

 

 

 

March 9-11:  
RDA Plenary 5 

• Registration 
is now open 

RDA Plenary 5:  San Diego 



The Data Harvest, December 2014 © RDA Europe 

The Data Harvest Report  
How sharing research data can yield 

knowledge, jobs and grow 

A RDA Europe Report 

 







What is the Role for Research Libraries? 

scholarly 
communications 

domain-specific services 

instant 
messaging 

identity 

document store 

blogs & 
social networking 

mail 

notification 

search 
books 

citations 

visualization and 
analysis services 

storage/data 
services 

compute 
services 

virtualization 

Project 
management 

Reference 
management 

knowledge 
management 

knowledge 
discovery 





Slide courtesy of Jian Qin 



What is a Data Scientist? 

Data Engineer  People who are expert at  
• Operating at low levels close to the data, write code that manipulates 
• They may have some machine learning background.  
• Large companies may have teams of them in-house or they may look to third party 

specialists to do the work. 

Data Analyst  People who explore data through statistical and analytical methods 
• They may know programming;  May be an spreadsheet wizard. 
• Either way, they can build models based on low-level data. 
• They eat and drink numbers; They know which questions to ask of the data. Every 

company will have lots of these. 

Data Steward People who think about managing, curating, and preserving data. 
• They are information specialists, archivists, librarians and compliance officers. 
• This is an important role: if data has value, you want someone to manage it, make it 

discoverable, look after it and make sure it remains usable. 

What is a data scientist? Microsoft UK Enterprise Insights Blog, Kenji Takeda 
http://blogs.msdn.com/b/microsoftenterpriseinsight/archive/2013/01/31/what-is-a-data-scientist.aspx 





Open Access to Scholarly Publications and Data:   
2013 as the Tipping Point?  

• US OSTP Memorandum    26 February 2013 

 

• Global Research Council Action Plan  30 May 2013 

 

• G8 Science Ministers Joint Statement  12 June 2013 

 

• European Union Parliament    13 June 2013 

 
 



Two final comments: 
Someone praising Helen Berman, Head of the Protein Data Bank PDB: 

‘One of the remarkable things about Helen is that her life has been devoted to 
service within science rather than, as some might call it, doing real science.’ 

 Culture change is still ongoing! 

Michael Lesk on Just-in-time instead of Just-in-case?  

‘Most of the cost of archiving is spent at the start, before we know whether 
the articles will be read or the data used. With data, with no emotional 
investment in peer review, it might be easier to do a simpler form of deposit, 
where as much as possible is postponed till the data are called for. There is of 
course some risk that a just-in-time system will leave us, some years down the 
road, with a data set which we wish we had curated while the creator was still 
alive. However, the longer the data has gone unused, the more likely it is to 
never be used.’ 



Jim Gray’s Vision: All Scientific Data Online 

• Many disciplines overlap and use data 
from other sciences.  

• Internet can unify all literature and 
data 

• Go from literature to computation to 
data back to literature.  

• Information at your fingertips –  
 For everyone, everywhere 

 
• Increase Scientific Information  
 Velocity 

• Huge increase in Science Productivity 

(From Jim Gray’s last talk) 

Literature 

Derived and 
recombined data 

Raw Data 



Thank you for listening! 

 


